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1 Introduction

Predicted theoretically and discovered experimentally, the topological insulators are a new class of ma-
terials of particular interest for studying a wide range of issues from fundamental physics of topological
order to applications in spintronics and topological quantum computation. These materials are bulk
insulators, but maintain robust conducting surface states. The existence of these conducting states on
the surface of the material is a direct result of the nontrivial topology of the bulk Hilbert space,under
the assumption of time-reversal invariance symmetry. Insulators with time-reversal symmetry can be
shown to generically belong to two distinct classes, trivial and non-trivial. Nontrivial topological in-
sulators and the trivial insulating vacuum have wavefunctions which are not smoothly deformable into
one another without closing a bulk gap. This difference manifests itself at the interface between the
topological insulator and the vacuum. As a result, the surface states are not spurious and cannot be
“deformed away”. This renders them robust to any impurity that does not violate the time-reversal
symmetry of the bulk material. Potential impurities do not cause backscattering of the edge or surface
modes of these new insulators. However, magnetic impurities break time-reversal symmetry and lead to
back-scattering.[1][2][3]

As these conducting states are surface phenomena, they can be probed experimentally by Scanning
Tunneling Microscopy (STM), a technique to observe the electronic structure of a material’s surface.
Experiments at Princeton to examine these topological insulators and their surface states are underway.
[4] In this independent work paper, we seek to perform a theoretical analysis of several physical phe-
nomena involving the surface states of a topological insulator material when we apply certain impurity
potentials at the surface, in the hopes that some of these results may be experimentally testable by
STM experiments. In particular, the structure and phenomena investigated in this JP is as follows: we
first introduce a simple model of a bulk topological insulator and exemplify how it differs from a trivial
insulator; by exact diagonalization, of the system with a boundary, we show the presence of surface
(edge) states, as well as their robustness to the application of edge impurities. We show by exactly
diagonalizing the Hamiltonian that upon the application of time-reversal invariant impurity potentials
(which we artificially maintain translationally invariant in one direction), the edge states remain robust.

If the edge potential is increased, the edge reconstructs inside the material, by “flowing” around the



impurity. In the presence of small magnetic impurities, we show the surface state is destroyed entirely,
and does not reconstruct into the bulk. We extend this analysis to provide a basis to perform similar
calculations and simulations in the case of a three-dimensional (quasi-two dimensional) topological insu-
lator. We then focus on the behavior of the edge modes in the presence a surface step-potential. These
situations are directly related to experiments currently performed in the Yazdani group at Princeton. We
adopt an effective action description in which we model the surface states of 3 dimensional topological
insulators by 2-dimensional gapless Dirac fermions. We analyze the Klein tunneling of these fermions in
barriers of geometries previously not analyzed in the literature. Trying to model the experiments, we
derive the expression for the transmission coefficient with a single-barrier potential cited in [5] and then
extend this problem to any arbitrary number of potential barriers. We perform this for different barrier
geometries. Finally, we introduce hexagonal warping terms in our Dirac effective edge Hamiltonian, and
suggest a way to re-analyze the tunneling problems in this setting. The hexagonal distortion terms are

very important in the detailed physics of the BisTes insulator as they can lead to increased scattering.

2 A Two-Dimensional, Translation Invariant System: HgTe

In this section, we consider an inversion-symmetric, two-dimensional Hamiltonian for Mercury Telluride
(HgTe), the first topological insulator discovered. We show the eigenvalue spectrum for this Hamilto-
nian and find the protected surface states. We also plot the localization profile of the wavefunctions
on the edge of the material. We then add several additional terms to this Hamiltonian which break
bulk inversion symmetry in the bulk of the material, and show that the surface states remain protected.
We next add a scalar potential localized on the edge of the material and see that, upon increasing its
value, the edge states reconstruct as to avoid the region of high scalar potential, but still remain gapless.
Finally, we add edge terms which break time-reversal symmetry and examine their effects on the surface
states. In this case, the terms open a gap in the edge states on the surface where they are placed and

no reconstruction is observed.

Our HgTe model will be that of a two-dimensional (x,y) square lattice with two orbitals (s and p)
per lattice site for each spin direction (spin up and spin down). We begin in section 2.1 by considering
a simpler model (half of the HgTe model), known as the Chern insulator, where we do not consider
spin and thus have only two, spatial orbitals per site. This model will have a Hall conductance and
break Time-Reversal symmetry. The results obtained here are then easily extended to the standard
HgTe Hamiltonian by “doubling” the spectrum in a way, described below, that restores time-reversal

invariance.

2.1 Chern Insulator Hamiltonian

We start with a k-space Hamiltonian for the Chern insulator, periodic in both x and y directions, and
transform this Hamiltonian into real space to impose non-periodic boundary conditions in the z-direciton

which give rise to the edge states. The simplest Hamiltonian is dictated by symmetry, as the coupling



between s and p orbitals has to be odd in momentum space[6]:

c
H= Z (cJ{k C;k) [Aysinkyo, + Assinkyoy, + (2 — M — cosky — cos ky)o] (;:) (1)
k

where c]; k.2k and cyyox are creation and annihilation operators at orbitals 1,2 of momentum k. A;, Ag,
and M are parameters which we set in our calculations, and o, oy, 0. are the SU(2) matrices which
in the current case act on orbital rather than spin space. As is traditional, we have left out the lattice
constant, which has units of meters and multiplies k£, and k, in the trig function terms, implicitly setting
it equal to 1. We wish to diagonalize the Hamiltonian in a “Laughlin” cylinder geometry: we impose the
non-periodic boundary condition in the z-direction so that H is periodic in the y-direction and has L,
lattice sites in the z-direction. We now transform the Hamiltonian to real-space by taking term-by-term
Fourier transforms. Keeping the k,-dependence because k, is still a good quantum number (as we are
not attempting to modify the translational invariance of the Hamiltonian in this direction), we can write

the k-space creation/annihilation operators as:
-
Cak = E e oty (2)
J

We first Fourier transform the terms in the Hamiltonian that do not depend on k;, namely the As sin ko

and (2 — M — cosky)o, terms:

i

Assinkyoy + (2 — M — cosky)o, — g <CJ{ oy c; ky j> [Agsinkyo, + (2 — M — cosky)o.] ( 1J€yv]>
- I ) ) 2. 62 k ’j
J "y

=3 CL,ky,jUaﬁCﬁ,ky,j (3)
J
where repeated indices indicate summation and

0 —i 1 0
U:AQSinky( OZ>+(2—M—cosky) (0 1)
i _

Next we look at the k;-dependent terms, A;sink,o, and —cosk,o,. We have these terms in the

Hamiltonian as

Hsink, = Z (cJ{k Cék) [A1 sin kyoy] <C1k> (4)

A Cok
Cik
Heosk, = Y (c{k c;k) [— cos ky0)] (C%) (5)
k

Let’s start with the sine term (4) to manipulate it into the real-space representation:

. etk _ o—iky ) .
Hsinkz = Z CLkV/ozB sin kxcﬁk — CLkV/aB <2Z> Cgr = ZCLkVO‘/B (elkx —e ka) Bk (6)
k k

k



where
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We now recall our Fourier expansions for the creation and annihilation operators from equation (2) and

plug them in to the two k,-dependent terms of (6), e?*+ and e~ %=:

T iks - —ikgj1 T ik ik o - L T .
§ :Cake “epr = E :E :e Tl € § :e ECB ey g = E :531,J2+1Ca,ky,jlcﬂ,kya2
k kgl

J2 J1,32

_ T .
= o in 108 R (7)
72

ke (I=m) — 01.m- Similarly, for the e %z term, we have:

T *ik‘z — Z Z *ikzjl T *’ik‘z lk'z]2 J— T .
z :Cake Cok = € ca,ky,jle z :8 CBiky,j2 = z :Ca,ky,jz—lcﬂvky:h (8)
k k j1

J2 J2

where we’ve used the identity >, e

So putting these expressions (7) and (8) into (4) yields for the A; sin kg0, term:

_ f i
Heink, = Y _ (Ca,ky,mVaﬁ%,ky,j - Ca,ky,j_lVaﬂcﬁ,ky,j> 9)
j

We do the same thing for the — cos k;0, term. From equation (5), we have:

Heos ke — — Z CLkT/aB Ccos kxcﬁk = Z Clknﬁ (eikz + eiikz> Cak (10)
k k

b 5)

Now using the expressions from equations (7) and (8), we obtain:

where

1
T=3

Heosk, = — Z (Cl,ky,j—irlnﬁcﬂ,kyd + CL,ky,j—lﬁﬁCﬁ,ky,j) (11)
J
We now let Log = Vag — Tap and Oqg = Vag + Tap, and combine equations (3), (9), and (11) to write

our position space Hamiltonian as:

_ T T T
Hy, = Z (Ca,ky,juaﬁcﬁ:kyvj + Ca,ky,j—i-lﬁaﬁcﬁvky’j - Ca,ky,j—loaﬁcﬂ,ky,j> (12)
J
We note that this Hamiltonian depends, still, on k,, but our creation and annihilation operators act in
position space to create these orbitals on the position-space square lattice. We are now in a position
to apply this Hamiltonian to a position-space wavefunction and enforce the edge boundary condition

in the z-direction. We thus want to solve the Schrodinger equation, Hy, ‘¢ky> =F ka>a with the



single-particle states ’¢ky> given by
|r,) = Zag,ky,jcg,ky,j 10)
7,0

This wavefunction is a sum over lattice sites j and orbitals 6 (here j =1 — L;, 8 = 1,2), where we create
a particle on each site and orbital with creation operator cg kyod* The amplitude of the wavefunction at
each site/orbital is given by ag , ;. We of course retain the &, dependence in all these terms, as the our

Hamiltonian is for a given k,. We recall the property of creation and annihilation operators:

Cﬁ,ky,jlcg,ky,j |0) = G085, (13)

Now let’s act on the wavefunction |@ZJ;€y> with the Hamiltonian Hy, :

_ T ) T . T . N
Hk, Wk:y> = Z Ca,ky,juab’cﬁ,kyu + Ca,ky,j+1£0¢/3)c/37ky7] - Ca,ky,jqoaﬂcﬁ,kyd Z @0,ky,j 0.k, 0)
J 3.0

— 1 TN 4 ¥ .
- Z C&,ky,juaeaavkyv.] + Ca,ky,jﬁaeaevkyvjfl - ca,ky,joaaaozky9j+1 |0>
J

=F Z a@,ky,jC;ky,j ’0>
j)e

We have made use of the relation (13) for creation and annihiliation operators in the second line above,
and adjusted indices. Since c;k% j |0) are linearly independent, the Schrodinger equation reduces to j
matrix equations:

Ungagj + Lapasj—1 — Oaptsj+1 = Eag;

We can now apply the boundary condition in the z-direction such that we have an edge. Since j ranges
from 1 to L, we set agg = agr,+1 = 0, specifying that the wavefunction amplitudes on the sites just
outside the square lattice are zero. This is in contrast with a periodic boundary condition in which we

would have agr,,+1 = ag1. The matrix equations therefore are:

U airy) O a2 - E aii
a1 a22 a1
U a1; ir a1j—1 _0 a1541 — B aij
az; a;j—1 a2;+1 azj
U air, ir a1L,—1 _E air,
a2L, a2L,—1 asr,

We form these equations into a 2L, x 2L, matrix eigenvalue equation, with the matrix having U on the
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Figure 1: (Left) Plot of the eigenvalue spectrum, E versus k for 100 lattice sites with M = 0.5 for the Chern
insulator. (Center) Wavefunction localization for the same system, showing the existence of edge modes localized
on the edges of the lattice. (Right) Plot of the eigenvalue spectrum, E versus k for 100 lattice sites with M = -0.5
for the Chern insulator. We observe the phase transition between trivial and nontrivial topological classes at M
=0.

main diagonal, —O on the upper diagonal, £ on the lower diagonal, and zero elsewhere:

u -0 o ... 0 a2 a2

L U -0 0 a9 a9

0o £ U 0 =F (14)
: . . =0 1L, a1L,

0 0 0o L U 2L, azr,

For each k,, we diagonalize to find eigenvectors and eigenvalues, and plot the eigenvalues for a L, =
100 site lattice. For A1 = Ay = 1, and M = 0.5, we show plots of the eigenvalue spectrum and the
localization of the wavefunctions in Figure 1. We can see the gapless edge modes (one mode on each edge)
in the eigenvalue spectrum, and the localization plot (center), which charts the wavefunction amplitude
over each lattice site in the z-direction, verifies that they are indeed located on left and right edges.
There is a phase transition at M = 0 between a trivial and a nontrivial Chern insulator, as suggested
in Figure 1, as the eigenvalue spectrum for M = 0.5 shows the gapless surface states and is thus of the
nontrivial topology, whereas in the M = -0.5 spectrum, the surface states have vanished, and we have
the trivial topology. The Chern insulator is an Integer Hall effect without applied magnetic field, but

with a lattice time-reversal symmetry breaking term.

2.2 2D Quantum Spin Hall Hamiltonian: HgTe

Though the matrix equations we derived in the previous section applied to the simpler, Chern insulator
Hamiltonian, in which we ignored spin, we can readily extend this prescription to a system with spin,
by letting 6 run over 4 different orbitals (s and p for both spin up and spin down). In essence, this
“quantum spin hall” Hamiltonian for HgTe consists of two copies of the Chern insulator Hamiltonian,
one with spin up and one with spin down. It is called the quantum spin hall (QSH) Hamiltonian because
the system can be seen as two copies of the integer quantum hall effect, with spins traveling in the
opposite directions around the material, so that there is no net charge quantum Hall conductance (as

equal numbers of spin up and spin down electrons are traveling in opposite directions), but the Hall



conductivity of the spins is quantized. If we let our original Chern insulator Hamiltonian be denoted

h(k), then the QSH Hamiltonian which, unlike the Chern insulator, respects time-reversal invariance, is

H(k) = (h(o'“) hT(O_k)> (15

given by:

To see why this must be true, we consider a general system with spin up and down given by the

Hamiltonian
hw (k) hey(k
Hk) = [ (k) by )] (16)
hip(k) Ry (k)
and apply the time reversal operator defined by T' = —ioy K, where K is the operator for complex
conjugation:

TH(k)T™' = oyH*(k)oy = oy H (k)o, = [ _hgg,,(lz;) _h]fi(g;)] (17)
i T

y
obeys time-reversal invariance, TH (k)T ! = H(—k) (as the time reversal operator sends k to —k), and

we can equate the Hi; elements of (17) and (16) to obtain hy (k) = h%(—k) and thus the Hamiltonian
in (15). For the QSH model then, we simply replace the Pauli matrices with I'1, 'y, and I's from [6]

where the first equality follows from o, " = o,, and the second since H is Hermitian. Since the system

respectively and consider 6 from 1 to 4. To see this more explicitly, we look at these I'; matrices:

01 O 0 0O — 0 O 1 0 0 O

1 0 O 0 ;0 0 O 0O -1 0 O
I = , To= ! , I's=

00 0 -1 0O 0 0 — 0 1 0

00 -1 O 0O 0 <2 O 0 0 -1

and note that in our Hamiltonian, modified from equation (1), I'y and TI's, replacing o, and oy, respec-
tively, multiply terms odd in k, namely sin k, and sin k,, whereas I's, replacing o, multiplies only terms
even in k. Thus we verify that the condition hy| (k) = h%(—k) holds for this QSH Hamiltonian by noting
that for I'y and I's, the lower diagonal block equals the negative transpose of the upper diagonal block,
whereas for I's, the lower diagonal block equals the transpose of the upper diagonal block. This minus
sign is precisely accounted for in the terms odd in & when we send k to —k to satisfy this condition.
Thus we have restored time-reversal invariance. The eigenvalue spectrum and edge localizations here

are the same as in the Chern insulator case, except there are two copies of each edge mode.

2.3 Inversion Symmetry-Breaking Terms

In this section, we add terms which break inversion symmetry in the bulk to our Hamiltonian and see that

the surface states are robust to this symmetry breaking. The terms we wish to add to our Hamiltonian



are the following;:

0 00 -1 0 0 0 i 0 -1 0 0 0 —i
01 0 00 —i 0 -1 0 i 0
Tas5 = , Tay= , Tg3= , Tiz=
35 10 34 0 0 23 _ 13
100 0 —i 0 0 -1 0 0

To see that they break inversion symmetry, we consider the inversion matrix P for this system: P = I's,
defined as such so that it sends the two-orbital, two-spin wavevector ¥ = [|s, 1), [p, 1), |s, ), |p,d)] to
s, ), = 1Ip, 1), 1s,4),—|p,d)]- That is, the p orbitals are odd under a parity (inversion) transformation,
and the s orbitals are even—a basic fact from quantum mechanics and the shape of the s and p orbitals
(s is spherically symmetric). Having determined our inversion matrix, we can readily see that for all
the I matrices listed just above, PT P~! = —T", and inversion symmetry in the Hamiltonian is therefore

broken, as the parity operator no longer leaves the system invariant.

By a similar prescription to that described for the parity operator, one can also show that these matrices
are all time-reversal invariant. Thus we expect that the surface states in HgTe are robust in the presence
of these inversion-breaking terms. Rediagonalizing our Hamiltonian with these additional terms (one at
a time) yields the spectra shown in Figure 2. We see that for each additional term, the spectrum remains
gapless. The broken inversion symmetry may cause the two copies of the edge modes to no longer be
identical, as for I'y3, but this corresponds, as we see, only to shift in the spectrum and not an opening of
a gap. As we increase the weight A by which we multiply the I' term, we see that the bulk gap begins to
close, maintaining the surface states. Once the bulk gap closes, for values of A =~ 0.9 in our calculations,
it opens back up without any surface states, representing a phase transition between the topologically

nontrivial and topologically trivial classes.

2.4 Surface Impurities

Whereas in the previous section, we added these inversion-breaking impurities throughout the material,
in this section we concentrate on what happens to the edge states when we place an additional impurity
potential term on the edge. In Figure 3, we have added a constant scalar potential V = 0.3 to the last
two lattice sites. In the spectrum plot (center), we see that one of the surface states, corresponding
to the edge mode on the edge on which we’ve applied the potential, shifts upward by the amount of
the applied potential. We note, of course, that both edge modes remain gapless. Furthermore, we can
see the edge mode receding into the bulk in the presence of this surface impurity from the plots of the
wavefunction amplitudes. On the left, we observe this effect of the surface state “flowing around” the
potential impurity for V = 0.3. On the right, the effect becomes more pronounced as we increase the

scalar potential on the edge to V = 1.5.
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Figure 2: Plots of E versus k, the eigenvalue spectra for 100 lattice sites with M = -0.5 for different inversion
breaking terms and weights A. The upper left plot was obtained by adding the I'ss term with weight A = 0.2;
the upper right, I'sy with weight A = 0.5; the lower left, I'y3 with weight A = 0.7; and the lower right, I'13 with
weight A = 0.2
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Figure 3: Plots for I's5 in the bulk and a scalar potential V on the edge. The surface states are shifted upwards
from the potential (center, V = 0.3) and they recede into the bulk. On the left, we have V = 0.3 and see the
recession into the bulk beginning. On the right, V = 1.5, and we see this effect becoming more pronounced.
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Figure 4: (Left) Energy eigenvalue spectrum for TR-breaking term g, on the last 5 lattice sites. (Right) Eigenvalue
spectrum with the g, TR-breaking term added onto the last 2 lattice sites and I's5 in the bulk for L, = 300.

Finally, we introduce a time-reversal breaking impurity term into our system,

o O

9y =

~.
o O O O
o O o O

o

In Figure 4, on the left we show the eigenvalue spectrum when we place this term on the last 5 lattice
sites. We see that a gap opens in one of the edge modes (on which we’ve placed this impurity potential),
as time-reversal is broken there, while the other edge mode (on the other edge of the lattice) is unaffected
by this local impurity. On the right of Figure 4, we have placed this g, term on the last two lattice
sites, in addition to the inversion breaking I'ss term throughout the lattice. We see a large gap opens
up, destroying the surface state on which we have placed the magnetic impurity term. We also varied
L., the number of sites in the z-direction of the lattice, but the large gap persisted and there was no
evidence of any reconstruction of the edge states in the bulk. The spectrum shown here is taken for
L, = 300, whereas all other plots in these sections were for a lattice size of L, = 100. As the gap persists
even as we increase L., we thus conclude that the edge modes do not reconstruct, but are destroyed in

the presence of a time-reversal breaking impurity.

2.5 Extension 3D Topological Insulators

Finally, before leaving the tight binding model Hamiltonian for Dirac surface states, we extend the
previous analysis to the possibility of considering three-dimensional Hamiltonians. Again, this is a
quasi-2D picture, as for the third dimension we employ periodic boundary conditions. We show here in
Figure 5 cuts similar to the 2D cuts displaying the surface states shown above. As we can see though,
instead of an X-like shape, involving two surface bands, we have an entire Dirac cone in this case. This
Dirac cone is of much current experimental interest for its ability to host exotic states of matter such as
an anomalous quantum hall state, Majorana fermions, or magnetic monopoles, when put into interaction

with other ordered phases of matter such as magnetism or superconductivity.
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Figure 5: Plots of Energy as a function of k. and k, for the three-dimensional topological insulator case.
The second figure is a smaller segment of the first for the sake of visibility of the Dirac cones.
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3 Potential Barriers on 3D Topological Insulators without Transla-

tional Invariance

Having examined the question of edge reconstruction on the edges of a two-dimensional, translationally
invariant topological insulator, we now turn our attention to the physics of surface states of the three-
dimensional strong topological insulators. These insulators exhibit topologically protected surface states
very much like their two-dimensional siblings studied in the previous sections. However, the surface
states are now two-dimensional, and they are described, at low energies, by the two-dimensional Dirac
Hamiltonian (presented below). We add to the surface of the topological insulator a step barrier potential
which simulates the atomic layer-thick step-ridges present on the surface of BisTes (as observed by
experiments in the Yazdani group). We place potential impurities in the form of barriers on this surface

and calculate the transmission coefficients for Dirac fermions scattering off these impurity barriers.

4 The Klein Tunneling Problem

In this section, we derive the results in [5] as a starting point for our examination of transmission through
potential barriers for a Dirac Hamiltonian. We consider a single potential barrier of height Vj, solve the
Schrodinger equation for the Dirac Hamiltonian, and apply boundary conditions in different potential

regions to obtain the transmission coefficient of a Dirac fermion through the barrier.

4.1 Verifying the Ansatz: Finding k., k,, ¢., and 0

We begin with the Dirac-like Hamiltonian,
Hy = —ihvpoV (18)

and potential

Vo, O D
V(x):{ 0, <z <D,

0, otherwise

which give us the Schrodinger equation in the Dirac spinor basis:

—ihvp ( 0 _iaﬁa‘c) (wl )—H/(:c)(wl ):E(wl ) (20)
10y + Oy 0 {0 (o) (G

We now look at our ansatz from [5], which we wish to plug into (20) to find conditions on kg, ky, ¢z,
and 6:

(etFe® 4 pe=ika)eikyy x <0,
Yi(z,y) = (a1 4+ be™ =) ehvy 0 < 2z < D,
teikszrikyy’ r>D
s(eikzxﬂ'qﬁ _ re*ikzlfw)eikyy’ <0
¢2($7 y) — Sl(aleiqxz-i-ié’ _ ble—z‘qg;ac—ie)eilcyy7 O<x<D
steikertikyytio t>D

12



We notice that all y-dependence is in the form e**v¥, so we can replace Oy with iky1) everywhere. In
the region = < 0, V(x) = 0, and the Schrodinger equation yields two equations in 1 and s:

*Zk?yi/Jz — 10,19 = %lbl and Zk?y¢1 — 10,1 = %%Z)Z (21)

Now, let’s plug in ¢; and 1, from the ansatz into the first half of equation (21):

hE (eikzx + Tefikzx) _ _ikys(eikszrid) _ refikzxfiqb) + Skm(eikzaﬂri(ﬁ + T,(efikzxfigb))
o

= seik””i‘b(kz —iky) + sre‘ik“_i‘b(kz + iky)

Rearranging yields

gthe® (se“’j(kx —iky) — wa> + re e <se_’¢(kx +iky) — M) =0

ikyx —ikgx

Since e and e are linearly independent and the expression is 0 for all x, their coefficients are
each equal to 0:

ky —iky = krpe " and ky + ik, = kpe'® (22)

where, recalling that s = sgn(F) (additionally, s’ = sgn(E — Vp)), we define

oo B 1B
FﬁShvpihUF

Adding equations (22) together gives a condition for k, and subtracting them gives a condition for k,:
ky =kpcos¢ and Kk, =kpsing (23)

Though we do not show it here, if we plug ¥ and )y into the second half of equation (21) instead,
we obtain the exact same expressions for k, and k,. Now, we consider the region 0 < z < D, where
V(x) = Vy and our Schrodinger equation yields again two equations in 17 and 1. Making the same
substitution of ik, for 9,1 yields:

E-W
hUF

E-V
ﬁ’UF

—ikythy — 10,12 = Y1 and  tkyty — @01 = . (24)

Again, we plug expressions for ¥, and 1o from the ansatz, this time in the region 0 < x < D into the

first part of equation (24) and define kf = Eh;;/b

ik (a0 e~ r=0) | glg (gm0 4 b (e T0)) B (g efT 4 by T ideT) (25)
Rearranging gives
eldz® (als’ew’(qx —iky) — aﬂc%) 4 ¢ 2 (bls’efie(q;’ +iky) — blk};> =0
Again exploiting the linear independence of €% and e~"* we find that their coefficients equal 0,

13



yielding
Ko . K
Qe — iky = —176_10 and g, + ik, = 71;610 (26)
S S
Adding equations (26) gives a condition for ¢, and subtracting them gives a condition for k, in terms of

0:

/ /
Qe = —7 cos and k, = —Esing
s s

so that dividing the two conditions yields an expression for 6:

tanf = Fy (27)

4z

and expanding our expression for ¢, yields:

k/ k/ o 2
k—cosﬁ— E\/1 - sin? —\/ /> 51n29:\/<E VO) — k2 (28)

hvgp
We have now obtained all the relations between k;, ky, ¢z, 0, and ¢ stated in [5]. In the next section,
we apply the boundary conditions and obtain an expression for the transmission coefficient.
4.2 Applying the Boundary Conditions: Finding r

We now return to our ansatz and apply the boundary conditions that 1 and 19 are continuous at z =0

and x = D. This conditions yield the system of 4 equations in 4 unknowns (a,b,r,t):

ap+b = r+1 (29)

teth=D = g e D 4 pe10=D (30)

s(e? —re7) = (a1 —bre ) (31)

o (ar @D+ _ p o=iasD=i0y  _ gy ikaD+ie (32)

We begin by dividing equation (32) by equation (30):

S/(aleiquJriQ _ blefiqufiG)

a1 + he—ie=D

se'? =
Rearranging and solving for b in terms of a1 yields:

id o 10
B %iqu D set s'e
b= o (<¢>+—9> (33)

Next, we plug (29) in the form of r = a; + b; — 1 into (31):
5(e" — (a1 4+ by — 1)e™ ) = 5'(a1e” — bie™)
Rearranging, we get:

a1(s'e? + se7) = by (s'e " — se7®) + 25 cos B (34)
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We now plug equation (33) into equation (34):

1o o 10
ST TIC ) (e — semi9)
sei® + s'e—i0

255’ cos (¢ — 0) — 2)

a1(s'e” + se7%) = 2scosd — a et (

= 2scos¢ — a2l : .
¢ sel® + g'e—10

Rearranging and simplifying,

‘ / : 2ss' —0)—2
2scos¢ = ay |s'e? 4 se7 4 ¥l < e >]

sei? 4 g'e—10

[2 4 55l (@+0) 1 gg/e=i(#+0) 4 902i9:D (54' cos (¢ — 0) — 1)]

- o sei® 4 s'e~i0

[2s5'[cos (¢ + 0) + €2192D cos (¢ — 0)] — 4ie'=P sin (qu)]
= al f -

i sei + s'e—10

So we obtain an expression for a;:

scos ¢(se'? + s'e”0)e~19=D

“= ss'[e=1=D cos (¢ + 0) + €i=D cos (¢ — 0)] — 2isin (¢, D)

Now we plug a1, equation (35), into our expression for by, equation (33) to obtain:

b= scos ¢p(se'? — s'e?)eiazD (36)
LT s/ [P cos (¢ + 0) + €D cos (¢ — 6)] — 2isin (¢, D)

We note that the denominator is the same as that in the expression for r in [5], so we will not modify
it, and thus denote it by “denom” in the next few steps. To obtain r, we plug our expressions for ¢ and
b into equation (29):

scos ¢(se'® + s'e)e7D — scos p(se'? — s'e?)e’=P — denom num

r=a1th denom denom

We’ve introduced “num” to refer to the numerator of r, and we now simplify this expression:

num = scosg[s'e T 0FED) 4o/ ¢i0+=D) _ 95619 gin (g, D)]
—s5'[e7"D cos (¢ + ) + €'%P cos (¢ — )] + 2isin (¢ D)
= —2ss'sinOsin (¢ D)(cos ¢ + sin ¢) + 2sin ¢ sin (g, D)(cos ¢ + i sin ¢)
= 2e"sin (¢, D)(sin ¢ — ss' sin 6)

So finally, we arrive at an expression for r, which differs from the equation in [5] by an overall factor of
% ) )
sin ¢ — ss'sin 6

= 2¢"?sin (¢, D . .
r = 2esin (g D) x ss'[e7=D cos (¢ + 0) + e'=D cos (¢ — 0)] — 2isin (¢ D)

(37)
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4.3 Transmission Coefficient for |Vj| > |F]

In the limit of |Vp| > |E|, we have the following simplifications:

o (N () e | Yo
x hvgp g hvp
k E
0 =~ y%’ sing < 1
Vo/horl ~ |Vo| ™™
sinf ~ 6
cos ~ 1

Let’s write the numerator and denominator of r using these |Vp| > |E| approximations:

E sin ¢)
0

num ~ 2¢sin (¢, D)(sin ¢ — ss’

~ 2e"sin (¢, D) sin ¢

denom =~ ss'[e”"D cos ¢ 4 €19 P cos ¢] — 2i sin (¢, D)

~ 2ss'[cos ¢ cos (q.D)] — 2isin (¢, D)

Combining these and multiplying r by complex conjugate r* yields, in the limit of |Vy| > | E:

2 = sin? (¢, D) sin? ¢
cos? ¢ cos? (¢ D) + sin? (¢, D)

So the transmission coefficient 7" is given by:

cos? ¢ cos? (g, D) + sin? (g, D)(1 — sin? ¢)

cos? ¢ cos? (qz D) — cos? (¢ D) + sin? (¢ D) + cos? (¢ D)
cos? ¢

1 — sin? ¢ cos? (¢, D)

T=1-|r =

We see that for ¢, D = nm, T =1 and we have perfect transmission through the barrier. Additionally,

we have this perfect transmission for ¢ = 0. This is the result cited in [5]. In Figure 6, we reproduce

the results from [5], plotting T as a function of incident angle ¢ for two specific energy E and barrier

height Vj combinations. In Figure 7 and Figure 8, below, we show plots of the transmission coefficient

(without taking the large Vj limit) as a function of incident angle ¢ and barrier height Vj at different

energies.
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-lop ’

Figure 6: Polar plots of transmission coefficients as a function of incident angle ¢ for barrier heights of Vg = 200
meV and 285 meV, and energy E = 83.25 meV.

Figure 7: 3D plots of transmission coefficients as a function of incident angle ¢ and barrier height V; for energies
E = 0.0001, 5, 30, 80, and 150. Vj ranges from 0 to 200 meV and ¢ from —m/2 to 7/2.
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Figure 8: 3D plots of transmission coefficients as a function of incident angle ¢ and barrier height Vj for energies
E =0, -0.0001, -5, -30, -80, and -150. Again, V{ ranges from 0 to 200 meV and ¢ from —7/2 to 7/2.

5 Hexagonal Warping: The k* Hamiltonian for Bi,Tes

5.1 Single Barrier, Height V{,, Along 'K
5.1.1 Outside the Barrier, x <0

Finally, we wish to turn out attention to a recently suggested additional term in the Hamiltonian for
BisTes. Motivated by Angle-Resolved Photoemission Spectroscopy (ARPES) experiments on the 3D
strong topological insulator BisTes, which showed a snow-flake like Fermi surface, hexagonally distorted,
Fu has suggested that this distortion is due to an additional term in the Hamiltonian proportional to
k3. Thus the entire Hamiltonian for BipTes has the form|[7]:

7 A
H(k) = v(kyoy — kyos) + 5(1@1 + k)0, (38)

where k4 = k; £ik,. To see this “hexagonal warping” of the Fermi surface, we derive a relation between
E and k. We proceed as in Section 4, writing the Schrodinger equation with this new Hamiltonian
operating on the Dirac spinor wavefunctions and applying it to a suitable ansatz. We start by rewriting
the k3 term in the Hamiltonian in terms of k, and ky, so that we can transform them into position space
as before:

B 4+ K = (ko +iky) + (ko — iky)? = 2k3 — 6Kk,

so that our Hamiltonian becomes

H(k) = v(kooy — kyog) + Mk — 3k2ks)o (39)
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(L5
following Schrodinger system of equations for the region = < 0, where there is no added potential:

Applying this Hamiltonian to the Dirac spinor <¢1 and making the substitution k, — —i0, yields the

—0(0y + ky)2 + N0, + 3k;0:)01 = Bt (40)
V(0 — ky)1 — XD, + 3ky0n)2 = Ey (41)

We now apply this to our ansatz wavefunctions, as before. In this case, we will use the same ansatz as
in [5] and section 4.1, but we first show that this ansatz is appropriate to this new problem. We apply
the Hamiltonian to the more general ansatz, ¢ = e**+% 4 re =+ and 1)y = Ae'*+* + Be~ =% Applying

(40) to the ansatz and collecting terms in e’*+% and e~**=% yields:
e+ [E + Av(iky + ky) — MkD — 3k ko)) + e~ [Er + vB(iky + ky) + rA(k} — 3kzky)] =0

) B )
—Aivkpe™ + Mkbcos (3¢0) = F and  —ivkpe'® — Mk} cos (3¢) = E (42)
T

Adding these two equations and substituting v = |E|/kp yields:

. B . 2F
Ae™ — 76Z¢ = —m =21 Sgn(E) =2s
Rearranging, we have
Ao _ B Lo _y
s rs

and since e~*® and e'? are linearly independent and this equation holds for all ¢, we obtain the relations
A=se® and B=-rse”® where s = isgn(E) (43)

Putting these expressions for A and B back into equations (42) yields the Schrodinger equations:
—ivskp 4+ Mkrcos (3¢) = E  and  — ivskp — Mk cos (3¢) = E (44)

For either of these equations, we can multiply both sides by its complex conjugate to obtain:

E = i/ (vhp)? + A28, cos? (39) (45)

This is the result in [7]. In Figure 9, we show a constant energy contour plot of this result, much like
that in [7] and see that at low energies, the Fermi surface looks like that of a simple Dirac Hamiltonian
that we have been considering throughout the paper, but that at higher energies, we see the hexagonal

warping of the Fermi surface.

5.1.2 Inside the Barrier, 0 <z < D

We next turn our attention to the Hamiltonian inside the barrier, apply the most general ansatz, and

solve for the coefficients and ¢, as we’ve done in the simple Dirac case. Inside the barrier, our Schrodinger
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equations are:

—v(0p + ky)tho + N2 + 3k, 0:)1h1 = (B — Vo) (46)
V(0 — ky )1 — N2 + 3k20, )10 = (B — Vo) (47)

Now let’s apply our ansatz, 11 = ae’%?® + be~"2% and 1 = ce'®® 4 de~"9=*. Plugging this into Equation
(46), yields:

eka®lq(E — Vo — Mg — 3k§qx)) + ve(igy + ky)] + e R b(E — Vo + Mg — 3k§qx)) +vd(iqy + ky)] =0

c .
—v=(igy +ky) = E—Vo—a; - 3kja.) (48)

d
—vp(=ige +ky) = B = Vo+ Ma; — 3kya.) (49)

Furthermore, plugging in the ansatz to Equation (47) yields similar equations:

v2ige —ky) = E—Vo+Ag} - 3klq,) (50)
Vo (g —ky) = B Vo Mg~ 3Kg2) (51)
From (48) and (50) we have
av(igy — ky) —vc(igy + ky) v(igy — ky)

‘= E—-V+ )‘(qg - 31{73%:) N E—-Vy— A(qg - 3]{@2/%6) ' E—-Vo+ A(qg o 3]{:@2/(]90)

so that

1
a; + by = —5[(B = V0)* = X(g; — 3kja)?] (52)

gives an expression for ¢,. Next, we add (48) and (49), as before in the out-of-barrier case, making the

substitutions of ¢, = k cos b, ky, = ksin6, and v = |E — Vp|/k}, to obtain:

C it _ @ew _ 2(E-VW) _ 2(E V)

= =924
a b ivkh, E—v °

where we've defined s’ = isgn(F — Vj)). Rearranging and noting that e and e~ are linearly indepen-

dent, we obtain expressions for ¢ and d:
c=ase?” and d= —bse " (53)
where of course by definition, § = arctan (ky/q.).

5.1.3 Outside the Barrier, x > D

Lastly, we consider the region to the right of the barrier, governed by the system of Schrodinger equations

of Equations (40) and (41), and we plug in the general ansatz in this region, 1, = te’s® 1y = uets,
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since in this region there is no backward traveling wave. Using the same procedure as above, we obtain

the equations

—v—(iks + ky) + N2(K} — 3k ks)> = E

p—

v

Sl

(ike — ky) — N2(K3 — 3k k) = E

Adding the two4 equations, as before, yields:

CUemio  Lae 2B _
e —i—ue = T 2isgn(EF) = —2s

where we define s as before. We thus obtain an expression for u:
u = ste'®

5.2 Barrier of Height 1;, Rotated by 7/6 (Along I"'M)

Again, we wish to apply the same formalism as before, but now we rotate the Hamiltonian by an angle

of /6 in k-space to examine the effect of the hexagonal warping on the barrier transmission, when the

barrier is placed at an angle to the coordinate axes. Since we wish to place the barrier displaced by 7/6,

we rotate the k, and k, directions by —m/6. Our original Schrodinger equations are given by:

—v(iky + Ey o + A(kS — 3k2k, )01 = Eny
(iky — ky)th1 — A(KD — 3k2ka )2 = Eiby

We now substitute in kj, and k;, for k, and k,, where k; and kj, are the rotated coordinates, given by:

(k_;) B <cos(g) sm(g)) (kx> B <‘é§kx+%ky
ky sin(—§) cos(—%) ky @ky — Lky

Our new Schrodinger equations become:

—vw(iky + ky)s — Ak = 3K2k,)1 = Biy
vw (iky — ky)hr — A(kS — 3k2ky)ba = Ety

V3

with w = %2 + %z So we now proceed exactly as in Section 5.1, applying this to our generic ansatz

2
wavefunctions. We replace k; by —0, and obtain:

—vw(0y + ky)tha — A(ky + 302k, )by = Evy
vw' (0p — ky)t1 + Ak} + 302k )bo = Eo
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5.2.1 Outside the Barrier, z <0

We now apply our rotated Schrodinger equations to the general ansatz, ¢ = e™=% 4 re~™%z% and

g = Ae*s® 4 Be~+T  We obtain two equations (one for e**s* one for e~*27) for each of the two

equations above, yielding four equations:

—Awvikpe™"* — A(k} — 3k2k,) = E (57)
—gunnkpé¢——AG€——3k§@) - E (58)
%WM%W+M@—%%MZZE (59)
—%mﬂwpfw+ij—%ﬂw = E (60)

Adding Equations (57) and (59) yields:

—Awe " 1 =i —
we +Ae vikp

= —2isgn(k) = —2s

whence we obtain an expression for A: A = £¢*. Similarly, we add Equations (58) and (60) to obtain:

whence we obtain B = —rie‘zd’.

5.2.2 Inside the Barrier

In this region, our Schrodinger equations are much the same, except we replace E with £ —V} to account
for the barrier height:

~vw(dy + ky)tb2 — Aky + 303k )1 = (E—Vo)in
UwT(ax — ky)vr + )‘(kg + 38314:1/)@02 = (E—Vo)¢2

We now apply these to the general ansatz 1) = ae'%® +be =" and 1)y = ce'%® + de~ %% to obtain again

four equations:

~Zouligs +ky) = Ak} = 3¢2k,) = E—V; (61)
—%w@mﬁww—mﬁ—%ﬁw::E—% (62)
%MW%—@Hmwjﬁﬁ@): E -V (63)
—%mm%+@ﬂm@jﬁ@@): E —Vp (64)
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Making the substitutions iq, + ky = ikj,e % and iq, — ky = ik},e??, and adding Equations (61) and (63)
yields:

, ; 2F
Lwtei? — Spe=? = —2isgn(E — Vp) = —2¢'

c a B vikly
whence we obtain ¢ = a%ew. Similarly, adding Equations (62) and (64) yields:

d ., b ’ 2F
gwele — nge_le = ik = —2isgn(E — Vp) = —25'
whence we obtain d = —b%e‘ie. We now seek an equation for g, which we obtain by solving (61) for ¢

and plugging into (63). From (61),

E — Vo + Ak — 3¢2ky)
vw(igy + ky)

c=—a
and substituting this into (63) yields an expression which we can solve for g:
1
¢ +ky = — (B = Vo)* = X*(ky = 3¢;k,)°)

5.2.3 Outside the Barrier, x > D

Finally, we consider the region following the barrier and apply our Schrodinger equations, (54) and (55),

to the general ansatz wavefunctions 1; = te**s® and 1) = ue****. We obtain now two equations (since

we no longer have the reflection terms e~*=%):
—%vwz‘kFe—“ﬁ MK —3¢%k,) = E—-Vj
t ,
va%Fa‘b + Ak} —3¢2ky)) = E-V

Adding these two equations gives

t oL .
vikF(EwTe“ﬁ - %we*“ﬁ) =2(E-W)

. ! y
whence we obtain u = t%e“ﬁ.

5.3 Comparison of Transmission Coefficients: Simple Dirac, k> with Barrier along
I'M, k* with Barrier along 'K

We now proceed as before, calculating r, the reflection amplitude and using it to find R and thus T,
the reflection and transmission coefficients as a function of barrier height and incident angle for a given
energy. This is identical to the case of the simple Dirac Hamiltonian, except we use different expressions
for s and ¢,, as specified by the results in the preceding sections. We show plots of the transmis-
sion coefficient, T, as a function of incident angle ¢ for several different energies in each of the three
cases discussed: simple Dirac, k% with the barrier along the I'M direction (above, the rotated case),

and k® with the barrier along the 'K direction. In Figure 9, we display the constant energy contours
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Figure 9: Energy contour plot of the k% Hamiltonian in the units of y/v/A

of the k3 Hamiltonian at which we plot the transmission in Figures 10,11, and 12. These energies,
0.2E*,0.5E*,0.8E* E*,1.2E* 1.5E*, and 2E*, with E* = 0.23eV, as can be seen in the Figure, span the
energy range from a conic dispersion to the hexagonally warped region. At lower energies, the simple
Dirac Hamiltonian, and warped Hamiltonians with barriers along I' K and I' M all produce similar trans-
mission results. As we increase the energies, however, the transmission along the I'K' direction changes

due to the distorted Fermi surface.

In this independent work paper, we began with a two-dimensional topological insulator, HgTe, and
studied the effects of inversion and time-reversal breaking terms when applied to the edge. We found
that in the presence of a magnetic impurity, the edge modes do not reconstruct, but are destroyed
at the edge where the impurity is applied, opening a gap in the spectrum. We additionally extended
these results to the quasi-two-dimensional topological insulator case and visualized Dirac cones in our
simulation. We then turned our attention to the surfaces of 3D topological insulators and developed
a framework for computing transmission coefficients for a step-barrier potential. We also showed the
results of these computations for varying incident angles and barrier heights. Lastly, in this section
we have introduced, following [7], a hexagonal distortion term to the Dirac Hamiltonian and applied
the potential barrier analysis from the previous sections to this new Hamiltonian. We found that at
higher energies, where hexagonal warping is apparent, barriers along the I'M and I' K produce different
transmission coefficient profiles as a function of incident angle, suggesting that scattering is different

along these two different directions.
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Figure 10: Plots of transmission coefficients T as a function of incident angle ¢ in the simple Dirac case for barrier
heights of Vy = 0.1 eV, and energies 0.2E* 0.5E* 0.8E* E* 1.2E* 1.5E*, and 2E*, with E* = 0.23eV.
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Figure 11: Plots of transmission coefficients T as a function of incident angle ¢ in the simple k3 case with barrier
along I'M, for barrier heights of Vj = 0.1 €V, and energies 0.2E* 0.5E* 0.8E* E* 1.2E* 1.5E*, and 2E*, with E*
= 0.23eV.
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Figure 12: Plots of transmission coefficients T as a function of incident angle ¢ in the simple k3 case with barrier
along 'K, for barrier heights of Vj = 0.1 eV, and energies 0.2E*,0.5E* 0.8E* E* 1.2E* 1.5E*, and 2E*, with E*
= 0.23eV.
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